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Abstract In support of projects for monitoring geomagnetic hazards for electric power grids, we develop
a simple mathematical formalism, consistent with the time causality of deterministic physics, for estimating
electric fields that are induced in the Earth’s lithosphere during magnetic storms. For an idealized model
of the lithosphere, an infinite half-space having uniform electrical conductivity properties described by a
galvanic tensor, we work in the Laplace-transformed frequency domain to obtain a transfer function which,
when convolved with measured magnetic field time series, gives an estimated electric field time series.
Using data collected at the Kakioka, Japan observatory, we optimize lithospheric conductivity parameters by
minimizing the discrepancy between model-estimated electric field variation and that actually measured.
With our simple model, we can estimate 87% of the variance in storm time Kakioka electric field data; a more
complicated model of lithospheric conductivity would be required to estimate the remaining 13% of the
variance. We discuss how our estimation formalism might be implemented for geographically coordinated
real-time monitoring of geoelectric fields.

1. Introduction
A magnetic storm is the causal response of the Earth’s coupled magnetospheric-ionospheric system to
episodic and dynamic forcing of the solar wind [e.g., Cowley, 1995]. Analysis of the deterministic time evo-
lution of magnetic storms [e.g., McPherron, 1991; Tsurutani et al., 1997] leads to improved fundamental
understanding of space physics and the nature of the Earth’s surrounding space environment [e.g., Prölss,
2004]. In terms of applied science, magnetic storms represent a space weather hazard for modern techno-
logical systems [e.g., Daglis, 2004; Baker et al., 2008]. Of particular concern is the storm time induction of
electric fields in the Earth’s electrically conducting lithosphere. These can drive uncontrolled currents in elec-
tric power grids, interfering with their operation and sometimes causing blackouts [e.g., Boteler et al., 1998;
Kappenman, 2012].

Ground-based monitoring is essential for operational assessment of storm time induction hazards. Magnetic
observatories are now an integral part of many national and regional real-time space weather monitoring
projects [e.g. Love and Finn, 2011]. Historical magnetic observatory data are used for retrospective analysis
of induction hazards, and these provide a basis for extreme-event scenarios that might occur in the future
[e.g., Pulkkinen et al., 2012; Beggan et al., 2013]. On the other hand, long historical time series measurements
of geoelectric fields are scarce, and, surprisingly, those that exist are underexploited for induction-hazard
research. Direct measurements of geomagnetically induced currents in grids are also useful [Bolduc, 2002;
Kappenman, 2005; Watari et al., 2009], but they are usually proprietary. The need to evaluate induction haz-
ards, despite limitations of data availability, has motivated numerical modeling of induced geoelectric fields
and currents [Pulkkinen et al., 2007; Viljanen et al., 2012; Wei et al., 2013]. These models typically rely on geo-
magnetic variational data to simulate, as a forward problem, induction within a parameterized model of the
lithosphere or, correspondingly, within a parameterized model of electric power grids.

Useful comparisons can be made with the subject of magnetotellurics, where geomagnetic and geoelec-
tric field time series data are inverted for estimates of lithospheric electrical conductivity [e.g., Simpson and
Bahr, 2005; Chave and Jones, 2012], leading to improved understanding of crustal geology and solid Earth
tectonics [e.g., Korja, 2007]. Ever since early influential work [e.g., Cagniard, 1953], magnetotelluric analyses
have conventionally been accomplished in the Fourier-transformed frequency domain. This reduces time
domain differential equations to algebraic equations, convolution to multiplication, and time series signals
to amplitudes and phases. In most cases, no return is made to the time domain, and magnetotelluric esti-
mates of the complex impedance relationship between the magnetic and electric field data are expressed
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as functions of frequency. The information content of the data often requires that magnetotelluric models
of lithospheric conductivity have a fully three-dimensional distribution.

Early mathematical analyses of induction hazards were also accomplished in the Fourier frequency domain
[e.g., Albertson and Van Baelen, 1970], and such an approach remains standard to this day [e.g., Pirjola, 2002].
Although any finite duration of a data time series can, in principle, be decomposed into a Fourier super-
position of time-invariant sinusoids, a more suitable decomposition for a magnetic storm time series can
be made in terms of initial conditions and transient exponential moment functions that are the basis of
the Laplace transform. Depending on solar wind conditions, some magnetic storms commence suddenly,
others, more gradually; the energy of the magnetospheric-ionospheric system, as measured by ground-level
magnetic disturbance, can grow and evolve, but, ultimately, there is a dissipative return to relative quies-
cence. For a nonstationary magnetic storm time series, then, it is important to preserve the property of time
causality. By deriving needed mathematical formulas in the Laplace-transformed frequency domain, it is
possible to obtain an estimate of electric field induction in the time domain that is dependent only on past
magnetic field variation. In this report, we use a time causal mathematical formalism in our investigation
of the degree to which a very simple parameterization of lithospheric electrical conductivity can be used
to estimate magnetic storm induction of geoelectric fields. Such a formalism might be implemented in an
operational setting for real-time hazard monitoring.

2. Observatory Data

We use geomagnetic and geoelectric field time series data from the Kakioka observatory of the Japan
Meteorological Agency [Minamoto, 2013]. The Kakioka observatory is part of the International Real-time
Magnetic Observatory Network (INTERMAGNET) [e.g., Love and Chulliat, 2013], and as such, its magne-
tometers are operated according to modern international standards. Somewhat more unusual at Kakioka is
the collection, for several decades now, of ground electric potentiometer data. The observatory is located
(geographic coordinates: 36.23◦N, 140.19◦E) on the eastern side of the Japanese main island of Honshu,
which is, itself, on the western back arc of the Japan Trench subduction zone. As a “low-latitude” observa-
tory, Kakioka is well situated to record magnetic storm disturbance generated by the equatorial ring current
of the inner magnetosphere.

The geomagnetic data were collected at Kakioka with a fluxgate sensor; the data have been calibrated
for drift in sensor system response, and they are reported in geographic polar vector components
(Bh horizontal intensity, Bd declination, and Bz down). The geoelectric data were collected by measuring the
potential difference between pairs of grounded electrodes oriented, respectively, along north-south and
east-west lines and separated by 190 m; the data are reported in geographic Cartesian vector components
𝐄 = (Exnorth, Eyeast); no measurements were made of the geoelectric vertical component. For intercom-
parison, we convert the magnetic data to Cartesian components. We invoke the plane-wave approximation,
standard in magnetotellurics [Stratton, 1941, section 9.8; Chave and Weidelt, 2012, pp. 26–36] and consider
only horizontal-component time dependence; therefore, henceforth, 𝐁 = (Bx , By).

We analyze 1 s data values from Kakioka. These amount to instantaneous “spot” measurements of natu-
ral and continuous magnetic and electric field variation. All the data values can be represented as discrete
sequences, 𝐁m(ti) and 𝐄m(ti), for time-stamp values ti, ti+1, ti+2,… , where 𝜏 = ti+1 − ti is the constant 1 s
sampling interval. For convenience of plotting, we subtract a constant baseline from the magnetic data; this
does not affect our results. The electric field data contain a slow drift in baseline that is an artifact of changes
in electrode grounding [e.g., Ferguson, 2012, pp. 430–431]. This is not relevant to our analysis, and so we
subtract a linear trend line. The data are almost complete in time; we fill a few gaps and replace a few locked
values by linear interpolation.

3. Halloween Magnetic Storm

We analyze Kakioka data covering the 3 day (72 h) duration 29 October to 31 October 2003 [e.g.,
Gopalswamy et al., 2005] which records the so-called Halloween storm; see Figure 1. Following over a week
of enhanced solar activity, this storm commenced with the arrival at Earth of a solar wind shock wave from
a coronal mass ejection. This abruptly compressed the magnetopause, generating a positive magnetic
impulse in Bx (Figure 1a, blue) and a negative induced impulse in Ey (Figure 1c, black) each at 06:13 UT 29
October. This was followed by about 12 h of jumbled interplanetary magnetic field and variable solar wind
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Figure 1. Time series of Kakioka 1 s data showing (a) magnetic storm variation, Bx (blue) and By (green) (b) inductional
convolution, 𝜒R ∗ ΔBx (blue) and 𝜒R ∗ ΔBy (green), (c) electric field variation, Ey , measured (black) and estimated (red),
(d) electric field variation, Ex , measured (black) and estimated (red), all for 29 October to 31 October 2003.

velocity and, correspondingly, activity in Kakioka 𝐁 and 𝐄. When the interplanetary magnetic field at Earth
finally became more consistently southward, this led to about 8 h of strong magnetospheric convection.
This resulted in main phase intensification of the ring current and a corresponding decrease in north-south
magnetic field strength at Kakioka, with a minimum Bx occurring at 02:27 UT 30 October. The arrival of addi-
tional coronal mass ejections and a complex pattern of magnetospheric convection led to a second main
phase such as is sometimes seen in large magnetic storms. The Halloween storm disrupted numerous tech-
nological systems around the world [Balch et al., 2004], and, in particular, it caused measurable operational
stress in the Swedish [Pulkkinen et al., 2005] and Scottish power grids [Thomson et al., 2005].

4. Forward Modeling of Induction

We construct a simple model of magnetic storm induction of electric fields in the lithosphere under-
neath an observatory. For this, it is natural to consider an idealized “flat Earth” model having Cartesian
geometry, and where a unit positional vector is given by �̂�=(x̂, ŷ, ẑ). The Earth’s surface is represented by
the plane z=0; the lithosphere is, for now, assumed to be an infinite half-space (z>0) of uniform electrical
conductivity; and everything above the Earth’s surface (z<0) is assumed to be an insulator. We consider
magnetic field variation occurring over time scales of seconds to days and induction within the solid Earth
over lithospheric depth scales of a hundred or so kilometers. In this setting, we invoke the quasistatic
approximation and neglect displacement currents in Maxwell’s equations. The time evolution of the
magnetic field 𝐁 in a uniformly conducting medium is, then, given by the diffusion equation,

∇2𝐁 − 𝜇𝜎𝜕t𝐁 = 0, (1)

where t denotes time, 𝜎 is electrical conductivity, and 𝜇 is magnetic permeability. The relationship between
the time dependence of a magnetic field and its related electric field 𝐄 is given by Faraday’s law,

∇ × 𝐄 + 𝜕t𝐁 = 0. (2)
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Under the plane-wave approximation and as a consequence of equations (1) and (2), field variation ampli-
tudes have an exponential dependence with depth like e−kz , where 1∕k is the characteristic spatial depth
scale. We have

𝐁(t, z) = 𝐁0(z) + 𝐁(t, 0)e−kz; 𝐄(t, z) = 𝐄(t, 0)e−kz, (3)

each for z > 0. We denote as 𝐁0 the part of the magnetic field that changes slowly in time compared to the
3 day duration of time considered here; we approximate it as time steady, and we note that it will not affect
our analysis.

We use Laplace transforms to work with the time dependence in the differential equations [e.g., Butkov,
1968, chapters 5 and 8]. After some initial moment (t ≥ 0), a signal f (t) is treated as the superposition of
exponential “moments”, and so the Laplace transformation from the time domain into the Laplace domain is
given by

f (s) = {f (t)} = ∫
∞

0
f (t)e−stdt, (4)

where s is a complex (real and imaginary) frequency. Inverse transformation back to the time domain is
given by

f (t) = −1{f (s)} = 1
2𝜋i ∫

𝛾+i∞

𝛾−i∞
f (s)estds, (5)

where i =
√
−1 and where integration is along a contour in the complex s-plane with the positive real num-

ber 𝛾 chosen so as to ensure integral convergence. Calculating an inverse Laplace transform using Cauchy’s
residue theorem sometimes requires the discovery of a “keyhole” contour path that circumvents singulari-
ties, but many inverse transformations can be found in reference books [e.g., Abramowitz and Stegun, 1965,
Chapter 29].

The Laplace transform of the time derivative of a function is useful,

{𝜕tf (t)} = sf (s), (6)

where the preresponse boundary condition is assumed to be zero. With this and (3), the magnetic diffusion
equation (1) can be reduced to an algebraic equation,

k2𝐁 − s𝜇𝜎𝐁 = 0 or, more simply, k2 − s𝜇𝜎 = 0, (7)

which is a characteristic polynomial. Next, with (3) and after making a Laplace transformation, Faraday’s
Law (2) reduces to the matrix equation

− k𝐂𝐄(s) + s𝐁(s) = 0, where 𝐂 =
(

0 −1
1 0

)
(8)

is a spin matrix that comes from the curl operator and is only two-dimensional because we have invoked the
plane-wave approximation. With the characteristic equation (7), we can write this as

𝐂𝐄(s) = 1√
𝜇𝜎

Z(s) ⋅ 𝐁(s), (9)

where we define a pseudoimpedance (independent of 𝜎)

Z(s) =
√

s. (10)

Next, we recognize that multiplication in the Laplace domain corresponds to convolution in the time
domain, so that for two functions f and g,

f (s) ⋅ g(s) = {(f ∗ g)(t)}, (11)
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[e.g., Butkov, 1968, chapter 5.6]. With this, then, we consider the induction of an electric field by the time rate
of change in a magnetic field,

𝐂𝐄(s)|D = 1√
𝜇𝜎

𝜒D(s) ⋅ {𝜕t B(t)}, (12)

where we define the time derivative transfer function

𝜒D(s) =
Z(s)

s
= 1√

s
. (13)

With the convolution theorem, in the time domain we have

𝐂𝐄(t; 𝜎)|D = 1√
𝜇𝜎

(𝜒D ∗ 𝜕t𝐁)(t). (14)

With inverse Laplace transformation,

𝜒D(t) = −1

{
1√

s

}
= 1√

𝜋t
, (15)

and with the integral expression of convolution,

(f ∗ g)(t) = ∫
t

0
f (t − 𝜃) ⋅ g(𝜃)d𝜃. (16)

we obtain

𝐂𝐄(t; 𝜎)|D = 1√
π𝜇𝜎 ∫

t

0
𝜕t𝐁(𝜃) ⋅

d𝜃√
t − 𝜃

. (17)

This is the classic equation given by Cagniard [1953, equation (12)]. He did not show its derivation and,
indeed, he was not even interested in using it. Subsequently, however, other scientists have become inter-
ested in using (17) to make model estimates of induced electric fields from magnetic field data [e.g., Pirjola,
2002], but the square root in the denominator of (17) has a singularity at t = 0. This is an artifact of the
quasistatic approximation in which displacement currents are ignored [e.g., Pirjola, 1984, p. 93]. It also rep-
resents a practical challenge. For discrete data samples recording a magnetic storm that begins (say) with a
characteristic abrupt sudden commencement change in Bx , and as might be approximated by an impulse,
how should the singularity in equation (17) at t = 0 be handled?

We avoid this question by considering a slightly different model of the time evolution of the magnetic field:
linear interpolation between discrete data values. For this we need the Laplace transform of a linear “ramp”
function and, also, a linear ramp function that is delayed by time 𝜏 ,

{t} = 1
s2

and {tH(t − 𝜏)} = 1
s2

e−𝜏s, (18)

where the Heaviside step function is defined as

H(t − 𝜏) =
{

0
1

for
t < 𝜏

t > 𝜏
(19)

We obtain the transfer function for an inducing linear change in magnetic field over duration 𝜏 by subtract-
ing the Laplace transform of the 𝜏-delayed ramp function from that with no delay,

𝜒R(s; 𝜏) =
1
s2
[1 − e−𝜏s] Z(s). (20)

With inverse Laplace transformation, and using

−1
{

s−
3
2

}
= 2

√
t
π

and −1
{

s−
3
2 e−𝜏s

}
= 2

√
t − 𝜏

π
, (21)

we obtain the time domain form of the transfer function,

𝜒R(t; 𝜏) =
2√
π

[√
tH(t) −

√
t − 𝜏H(t − 𝜏)

]
. (22)
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Pirjola [1984, equation (7)] obtained a closely related result, but whereas he was interested in electric field
response during a time linear change in magnetic field, we are interested in electric field response after a
finite duration, time linear change in magnetic field. With discrete data time series,

Δ𝐁(ti)
𝜏

=
𝐁(ti+1) − 𝐁(ti)

𝜏
, (23)

discrete values of the induced electric field, denoted 𝐄(ti), are obtained by discrete linear convolution with
the ramp transfer function (22),

𝐂𝐄(ti; 𝜎)||R = 1√
𝜇𝜎

(
𝜒R ∗ Δ𝐁

𝜏

)
(ti), (24)

which can be compared with equation (14). We write this more explicitly as

𝐂𝐄(ti; 𝜎)||R = 1√
𝜇𝜎

i∑
j=1

𝜒R(ti − tj) ⋅
Δ𝐁(tj)

𝜏
. (25)

This formula does not have a singularity in time, and it is straightforward to use it with actual data.

5. Convolution Results

Before we continue, it is instructive to first examine the convolution part of equation (24), that is,
(𝜒R ∗Δ𝐁)(ti). This is a time series that encapsulates the physical process of induction in the idealized
half-space model of the lithosphere, but it is otherwise independent of any specific lithospheric conduc-
tivity. Convolution results for Bm

x and Bm
y are shown in Figure 1b (blue and green). We note, right away, that

there is a generally proportional resemblance between 𝜒R ∗ΔBm
x and Em

y (ti), Figure 1c (black), as might be
expected for induction in a homogeneous medium. On the other hand, the relationship between 𝜒R ∗ΔBm

y ,
and Em

x , Figure 1d (black), is not obvious, and since, generally speaking, |Ex|≪ |Ey|, any proportionality
between 𝜒R ∗ΔBm

y and Em
x is certainly different from that between 𝜒R ∗ΔBm

x and Em
y . This means, very simply,

that an idealized half-space model for lithospheric conductivity cannot adequately account for the physical
relationship between storm time geomagnetic field variation and the induced geoelectric field at Kakioka.
Indeed, even a 1-D vertically stratified conductivity model could not account for the inductional relationship
recorded in the Kakioka data!

6. Electrical Conductivity and Distortion

We recognize, of course, that the Earth’s electrical conductivity is a function of both geographic location and
depth. At a radial depth of about 100 km, the conductivity of the upper mantle is approximately 10−3 S/m;
this increases to 1 S/m at the base of the mantle [e.g., Utada et al., 2003]. Closer to the Earth’s surface, within
the lithosphere, conductivity has a much more complicated three-dimensional spatial distribution. From
their magnetic sounding analysis of a two-dimensional transect across northern Honshu and eastward out
into the Japan Trench, north of the Kakioka observatory, Ogawa et al. [1986] identified large spatial struc-
tures having low electrical conductivity, 10−4 S/m, and other structures with higher conductivity, 10−2 S/m,
extending down below 100 km. These appear to be related to subduction of the Pacific plate underneath
the Okhotsk plate. Ogawa et al. [1986] also identified some smaller conductivity structures, 10−1 to 1 S/m
at depths of about 30 km, that might be associated with volcanism. Their estimates of crustal conductivity
structures range from 10−2 to 10−1 S/m. Fuji-ta et al. [1997] and Kasaya et al. [2005] identified spatial varia-
tion in conductivity of similar amounts in their analyses of magnetotelluric data. And, finally, we note that
sea water is a very good conductor, 3.5 S/m.

Electric charges accumulate along the boundaries of spatial heterogeneities in lithospheric conductivity
and within conductivity gradients. Localized charge separation sets up quasistatic electric fields that are
not especially well correlated with electric fields generated by broader regional-scale induction. It is stan-
dard within the magnetotelluric community to model the measured electric field 𝐄m as a distortion of the
calculated induced field 𝐄 using a time-constant galvanic tensor 𝐆 [e.g., Groom and Bahr, 1992; Jones, 2012],

𝐄m(ti) = 𝐆𝐄(ti), where 𝐆 =
(

gxx gxy

gyx gyy

)
. (26)
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From the standpoint of our modeling project, this tensor represents free parameters that we need to
constrain through analysis of observatory magnetic and electric field data. Toward that end, we use
equations (24) and (26) to define the discrepancy between the measured electric field and the galvanic
distortion of induction,

𝐝(ti; 𝜎,𝐆) = 𝐂𝐄m(ti) −
1√
𝜇𝜎

𝐆(𝜒R ∗ Δ𝐁m)(ti), (27)

where 𝐁m is the measured magnetic field. Since 1∕
√
𝜇𝜎 multiplies 𝐆, we need to remove nonuniqueness in

the parameterization. We do this by requiring the squared Frobenius norm Tr(𝐆𝐆T ) = 2, in which case, 𝜎
can be interpreted as a geometrically averaged “effective” conductivity.

7. Estimation of Electric Fields

Using the magnetic and electric field data summarized in section 2, we estimate model parameters by least
squares optimization, performing a separate optimization for each electric field component. For example,
for Em

x we minimize

𝜀2
x =

∑
i

(dx(ti))2

/∑
i

(
Em

x (ti)
)2

. (28)

We obtain

𝜎 = 5.13 × 10−4 S/m and 𝐆 =
(

1.33 0.42
−0.21 0.06

)
. (29)

This effective 𝜎 falls within the broad range of values determined by magnetic sounding and magnetotel-
luric analyses that we summarize in section 6. It is also compatible with laboratory-based measurements of
the electrical conductivity of dry olivine, the most common mineral of the upper mantle, under representa-
tive conditions for temperature and pressure [e.g., Yoshino and Katsura, 2013].

With respect to the estimated parameters of the galvanic tensor 𝐆, equation (29), these show significant
electric field distortion. A simple half-space conductivity model alone, or, indeed, conductivity that is only
depth dependent, with no lateral conductivity structure, would have no galvanic distortion, and 𝐆 would
be the identity matrix. Such a simple tensor would not support mutual induction of each electric field com-
ponent by both horizontal magnetic field components. But the galvanic tensor we obtain here from analysis
of the Kakioka data has substantial cross coupling; the north-south electric field is actually mostly related
to north-south magnetic field activity! The data are telling us that lithospheric conductivity in the vicinity of
Kakioka is spatially complicated.

If we define “prediction efficiency” as 1− 𝜀2, then (29) accounts for 87% of the variance in the 1 s Kakioka 𝐄m

data for the Halloween storm. In Figures 1c and 1d we compare the output model electric field (red) against
the electric field (black) measured at Kakioka. Low-frequency electric field variation, with characteristic
periods longer than an hour or so, is reasonably well fitted, but model high-frequency electric field variation
is greater than that which was actually measured (red variance > black variance). Clearly, improved fits can
be obtained by allowing for a depth-dependent conductivity (together with a galvanic tensor). Optimiza-
tion to minimize the high-frequency misfit seen in Figures 1c and 1d would, almost certainly, be reduced,
yielding a model with high conductivity near the surface, such as actually exists.

8. Real-Time Hazard Monitoring

Our analysis of transient and aperiodic magnetic storm time series using the Laplace transform leads to
mathematical formulas that are strictly time causal. This is, of course, an important property for real-time
operational estimation of storm time induction. But to implement our formulas, conductivity and galvanic
parameters must be specified. Appropriate values can be estimated, for a specific observatory site, by fitting
model electric fields to electric fields measured during a few magnetic storms. Since the physical properties
of the lithosphere underneath an observatory change very slowly (over geological timescales), electric fields
for future storms can be estimated with a measurable accuracy. If this accuracy, for a given observatory,
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is deemed sufficient (for whatever purpose), then continued electric field measurement might be unneces-
sary; algorithmic estimates can be used instead. Electric field measurement systems might then be moved
to a new site.

At the same time, we certainly support long-term, dedicated monitoring of geoelectric fields at as many
reference observatories as is practically possible, such as those located near metropolitan areas with elec-
tric power grids that might be susceptible to induction hazards. As always, direct geophysical monitoring
is essential for testing hypotheses that lead to improved fundamental understanding, for deriving prod-
ucts such as algorithms and maps that are needed for practical application, and for discovering new and
unexpected natural phenomena.
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